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GPU: when & why? 
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GPU: cost/performance 



Communication GPU to GPU 

GPU direct: shared host buffer between 

GPU and HCA IB 

 

Better performance up to 12% 

Fonte: Dhabaleswar K. (DK) Panda, Sayantan Sur (The Ohio State University) – Future of MPI, Tutorial at HPC Advisory Council Workshop, Lugano 

2011 



How to compare CPU and GPU calculations: 

 

1. Never compare single core vs. single GPU 

 

2. Take a look in the hardware configuration of the node 

 

3. Comparison has to be done between the node with 

GPUs and without GPUs 

 



Why NAMD? 
 

Because you can define independently  

the number of CPU cores & number of GPUs 

 

 
>: Charmrun ++local +p 8 namd2 +idlepoll +devices 0,1 input.namd 



Speedup 2.6x 



NO SPEEDUP 

Namd CPU vs GPU, 23k atoms 



Speedup 4x 
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Thank you 
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QUESTIONS? 


